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ABSTRACT

The interference between transient eddies and climatological stationary eddies in the Northern Hemi-

sphere is investigated. The amplitude and sign of the interference is represented by the stationary wave index

(SWI), which is calculated by projecting the daily 300-hPa streamfunction anomaly field onto the 300-hPa

climatological stationary wave. ERA-Interim data for the years 1979 to 2013 are used. The amplitude of the

interference peaks during boreal winter. The evolution of outgoing longwave radiation, Arctic temperature,

300-hPa streamfunction, 10-hPa zonal wind, Arctic sea ice concentration, and the Arctic Oscillation (AO)

index are examined for days of large SWI values during the winter.

Constructive interference during winter tends to occur about one week after enhanced warm pool con-

vection and is followed by an increase inArctic surface air temperature along with a reduction of sea ice in the

Barents and Kara Seas. The warming of the Arctic does occur without prior warm pool convection, but it is

enhanced and prolonged when constructive interference occurs in concert with enhanced warm pool con-

vection. This is followed two weeks later by a weakening of the stratospheric polar vortex and a decline of the

AO. All of these associations are reversed in the case of destructive interference. Potential climate change

implications are briefly discussed.

1. Introduction

The Northern Hemispheric climatological stationary

wave is a primarily low zonal wavenumber feature in the

flow that is likely the result of a complex interplay be-

tween thermal and orographic forcing in both the tropics

and extratropics (e.g., Held et al. 2002). Recent studies

have shown that important insights about the dynamics

of the Northern Hemispheric circulation can be gleaned

by investigating the role of transient eddy interference

with the climatological stationary wave, including in-

sights into tropical–extratropical interactions (Fletcher

and Kushner 2011; Garfinkel et al. 2012), potential

connections to global warming (Lee 2014), Arctic sea ice

loss (Peings and Magnusdottir 2014; Kim et al. 2014;

Feldstein and Lee 2014), and the stratospheric polar

vortex (Limpasuvan and Hartmann 2000; Cohen et al.

2007; Garfinkel et al. 2010; Fletcher and Kushner 2011;

Smith et al. 2011).

Tropical convective forcing is known to excite a

Rossby wave response in the extratropics of the North-

ern Hemisphere (e.g., Hoskins and Karoly 1981;

Simmons 1982; Sardeshmukh and Hoskins 1988).

Tropical convective heating can therefore comprise a

significant component of the stationary wave forcing

(Held et al. 2002). In addition, recent studies (Lee et al.

2011a,b; Yoo et al. 2012a,b; Baggett and Lee 2015) have

indicated a link between localized tropical convective

forcing and changes in Arctic surface air temperature

(SAT). There are other studies that link tropical sea

surface temperature anomalies to changes in Arctic

SAT (Lee 2012; Ding et al. 2014). These studies have

shown that the tropical heating excites poleward Rossby

wave propagation that drives changes in Arctic SAT

through its influence on high-latitude downward in-

frared radiation (IR), horizontal temperature advection,

and adiabatic warming/cooling. Intuitively, it would not
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be surprising if anomalous tropical convection were to

excite transient eddies, which constructively or de-

structively interfere with the climatological stationary

wave, with the resulting amplification or deamplification

of the extratropical flow resulting in more or less heat

and moisture (which can change the downward IR)

transport into the Arctic, leading to changes in both the

Arctic SAT and Arctic sea ice (Henderson et al. 2014;

Lee 2014; Park et al. 2015).

Several recent studies (Cohen et al. 2007, 2014) have

shown a link between snow cover anomalies over Eur-

asia and planetary wave propagation into the strato-

sphere, altering the stratospheric polar vortex and

influencing the Arctic Oscillation [AO; or, alternatively,

the lower-tropospheric realization of the Northern An-

nular Mode (NAM)]. The role of the climatological

stationary wave in modulating this process is discussed

in Smith et al. (2011), where it is argued that planetary

wave propagation into the stratosphere strongly de-

pends on the presence of constructive interference with

the stationary wave. Other recent studies have shown a

connection between interference and the strength of the

stratospheric polar vortex that appears to be triggered

by tropical convection associated with El Niño–
Southern Oscillation (ENSO) (Fletcher and Kushner

2011) and the Madden–Julian oscillation (MJO;

Garfinkel et al. 2012). These studies find that poleward-

propagating planetary-scale Rossby waves excited by

tropical convection can constructively or destructively

interfere with the climatological stationary wave field,

which alters the strength of the stratospheric polar vor-

tex via changes in the amplitude of the vertical propa-

gation of planetary waves into the stratosphere.

With the above inmind, wewill use observational data

to study questions related to transient eddy interference

with the wintertime Northern Hemispheric climatolog-

ical stationary wave as it relates to the extratropical

circulation, tropical convection, Arctic surface temper-

ature, sea ice, and the stratospheric polar vortex. Spe-

cifically, we seek to address the following key questions:

1) How does the structure and amplitude of the wave

field vary throughout the course of the year when there

is interference between transient eddies and the clima-

tological stationary wave? 2) Is an enhancement of

tropical convective heating associated with constructive

transient eddy interference with the climatological sta-

tionary wave? 3) Is constructive interference in winter

associated with warmer Arctic surface temperatures?

4) If there is an association between interference and

the Arctic surface temperature, is this association mod-

ulated by tropical convection?

In section 2, we discuss the data and methods used in

this study. We present the major results of the study in

section 3. Finally, in section 4, we discuss the results

in the context of the questions posed above and make a

few concluding remarks.

2. Data and methods

For this study, ERA-Interim data are used for all

variables unless otherwise stated, for the period 1979–

2013 and with a grid spacing of 1.58 3 1.58. To quantify

the amplitude of the transient interference with the

Northern Hemisphere climatological stationary wave, a

daily stationary wave index (SWI) is calculated using the

following method. For each grid point, the climatologi-

cal annual cycle of the 300-hPa streamfunction field is

determined by first calculating the mean of the 35 values

of 300-hPa streamfunction for each day of the year.

Applying a low-pass temporal filter at each grid point,

the first 10 harmonics of the annual cycle are retained to

retrieve a smoothed climatology C. For each day of the

year, the zonal mean of the smoothed climatology [C] is

subtracted at each grid point. The result is the 300-hPa

climatological stationary waveC* for each day of the year.

Next, the daily 300-hPa streamfunction anomalies are

calculated at each grid point by subtracting C for the

corresponding day of the year from the daily stream-

function C. We label the resulting daily 300-hPa

streamfunction anomaly field as C0. The daily anomaly

field is then projected onto the climatological stationary

wave for the corresponding day of the year:
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Here, P(t) is the projection for a given date t, d is the day

of the year corresponding to t, li is the longitude at zonal

grid point i, and uj is the latitude at meridional grid point

j. We perform this calculation at all longitudes, for lati-

tudes between 158 and 758N. This latitudinal domain is

chosen to capture the variability in the amplitude of

Northern Hemispheric stationary wave. Alternative

near-hemispheric latitudinal domains were tested, and

the results were found to be largely insensitive to the

exact latitude bounds chosen. Finally, the daily SWI is

calculated by normalizing P(t)—specifically, for each

day, the mean value of P(t) is subtracted, and the result

is divided by the standard deviation of P(t).

To study how interference with the climatological

stationary wave depends on zonal wavenumber, an

identical analysis is performed using (1), but for which

C0 and C* have first been filtered by individual zonal

wavenumber, ranging from 1 to 3. The resulting P(t)

values are again normalized by their mean and standard
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deviation to retrieve SWI time series for each zonal

wavenumber. These time series are designated as SWI1
through SWI3. (We focus on wavenumbers 1 through 3

because it is these wavenumbers that account for the

largest contribution to the climatological stationary

wave.)

Lagged composites of several atmospheric variables

and indices are calculated for those days when there is

large amplitude constructive or destructive inference.

(The number of days in each composite seen in this

study is found in Table 1.) Specifically, daily anomalies

of outgoing longwave radiation (OLR), 2-m tempera-

ture, sea ice concentration, and 10-hPa zonal wind are

calculated in the same manner as the 300-hPa stream-

function anomalies. That is, a smoothed climatological

annual cycle is first calculated at each grid point for

each variable. The anomalies are calculated by sub-

tracting the smoothed climatology for the corre-

sponding day of the year. The Arctic Oscillation (AO)

index is obtained from the National Oceanic and At-

mospheric Administration’s Climate Prediction Center

(NOAA/CPC). For the composites, lag day zero cor-

responds to December through February (DJF) days

during which transient interference with the climato-

logical stationary wave is constructive (SWI . 1.0) or

destructive (SWI , 21.0).

To address questions of causal processes, for the

above variables, statistical significance is determined

using a Monte Carlo simulation at the (two-tailed) p ,
0.05 level. Specifically, at each grid point for each lag

day, 10 000 randomly chosen pairs of subsamples of the

variable are produced using the subset of days from

which the lag day in question could potentially draw

[e.g., for lag day 0 (DJF) or for lag day 230

(1 November through 30 January)]. The number of

random days chosen per subsample is the number of

days that go into the composite divided by the average

number of consecutive days, during DJF, for which the

SWI falls above the 1.0 (constructive) or below

the 21.0 (destructive) value threshold. The resulting

value is rounded to the nearest integer. For example,

there are 361 DJF days for which the SWI is greater

than 1.0, and on average the SWI exceeds 1.0 for 3.38

consecutive days. Therefore, the constructive in-

terference subsamples in the lag day 0 case are made up

of 361/3.38’ 107 randomly chosen days fromDJF. The

10 000 mean values of the random destructive in-

terference subsamples are subtracted from the 10 000

mean values of the random constructive interference

subsamples. Finally, these differences are sorted at

each grid point. Any grid point for which the difference

between the constructive composite value and the de-

structive composite value falls outside of the middle

95% of subsample mean differences for that grid point

is considered statistically significant. Finally, for the sea

ice concentration composite, statistical significance is

evaluated only for those locations in which the absolute

difference between the composite sea ice concentra-

tion values in the constructive and destructive cases is

greater than 0.1%, in order to neglect fluctuations in

regions with near-100% ice cover.

Finally, in order to test the sensitivity to determining

composites based on all days for which the threshold

value of 1.0 or 21.0 is exceeded, which leads to con-

secutive days from one event being considered a ‘‘day 0’’

for the composite, versus calculating composites based

on individual events, we recalculate the composites in

each figure using the following method to choose com-

posite days. First, we choose the highest SWI value

during DJF and assign that day as lag day 0 for event

number 1. Next, we block out that day and the 3 days on

either side of that event so that those days cannot be

considered for the composite on future iterations. The

next highest availableDJF day is then selected as lag day

0 for event number 2, again blocking out that day and

the 3 days on either side from future consideration. This

process is repeated until the top 50 events are found, and

the composite of those 50 days is used. TheMonte Carlo

test described above is used to calculate statistical sig-

nificance, but since each event is separated by at least

6 days, we use exactly 50 randomly selected days for

each composite. The results of this sensitivity test are not

shown; however, we find that the qualitative results are

unchanged, the conclusions drawn from them are the

same, and the statistical significance is almost identical.

We choose the thresholdmethod in this study because of

the good match with the events method in the statistical

TABLE 1. Number of DJF days in each composite, based on the

criteria in the left column. The OLR index is based on the lag day

210 to 0 warm pool OLR (see text for details).

Criteria Number of days

All DJF days 3159

SWI . 1.0 All 375

SWI . 1.0 OLR . 0.5 64

SWI . 1.0 20.5 # OLR # 0.5 94

SWI . 1.0 OLR , 20.5 217

SWI , 21.0 All 371

SWI , 21.0 OLR . 0.5 182

SWI , 21.0 20.5 # OLR # 0.5 82

SWI , 21.0 OLR , 20.5 106

SWI1 . 1.0 300

SWI1 , 21.0 333

SWI2 . 1.0 520

SWI2 , 21.0 546

SWI3 . 1.0 310

SWI3 , 21.0 311
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tests and because the results, not unexpectedly, appear

smoother than with the events method.

3. Results

To visualize the transient wave field associated with

the SWI, we calculate composites of the 300-hPa total

streamfunction (C, black contours) and 300-hPa

streamfunction anomalies (C0, shading), first for con-

structive interference and again for destructive in-

terference. Composites are calculated for days from all

months and separately for each meteorological season,

as shown in Fig. 1. We see that the largest-amplitude

anomalies occur in the winter months and that the

anomaly centers are similar from autumn through

spring. The constructive interference composite in those

seasons is associated with large positive C0 values over
the northeastern North Pacific and western North

America, over the northeastern North Atlantic through

Scandinavia, and over the northwestern subtropical

Pacific. Large negative C0 values are found over north-

eastern North America, the northwestern North Pacific,

the northeastern subtropical Pacific, and from the

northeastern subtropical Atlantic through the Mediter-

ranean. Opposite-signed C0 values are found in the de-

structive interference composites. The C contours

illustrate amplification of the climatological stationary

eddy field when there is constructive interference and a

flow that is nearly zonal when there is destructive in-

terference. The summer composites show a much

weaker, less organized anomaly pattern. The winter

pattern is the focus of this study.

The time evolution of the anomalous 300-hPa

streamfunction field is shown in Fig. 2. Most notably,

positive (negative) 300-hPa streamfunction anomalies

are found at high latitudes following days with con-

structive (destructive) transient wave interference with

the climatological stationary wave. The location and

westward propagation of the positive streamfunction

anomaly resembles that of the positive sea level pressure

(SLP) anomaly found in Cohen and Jones (2011) prior

to stratospheric polar vortex displacements. Lagged

composites for OLR are shown in Fig. 3. We note that

constructive (destructive) interference is preceded by a

tripole pattern of enhanced (suppressed) convection

over the Maritime Continent, flanked on either side by

regions of suppressed (enhanced) convection over the

equatorial Indian Ocean and central equatorial Pacific

Ocean. These anomalies have characteristics of both

MJO phase 5 (1) of Wheeler and Hendon (2004) and La

Niña (El Niño) for constructive (destructive) in-

terference. In Fig. 4, we show lagged composites of

Arctic 2-m temperature. Here, for the constructive

(destructive) interference case, it is seen that there are

positive (negative) temperature anomalies, which are

first observed over Siberia and then over Alaska, that

spread poleward, warming (cooling) most of the Arctic

at positive lags. Prior to lag day 26 (not shown), the

spatial pattern of the SAT anomalies remains essentially

unchanged, with the warm (cold) anomaly over Siberia

and the Barents and Kara Seas region seen all the way

back to lag day 225 (lag day 220). In Fig. 5, lagged

composites of Arctic sea ice concentration are shown.

We see that constructive (destructive) interference is

associated with persistently negative (positive) sea ice

concentration anomalies over the Barents and Kara

Seas, with the opposite-signed anomalies found in the

Canadian Archipelago. In both cases, these anomalies

begin to appear near lag day 212 and increase in am-

plitude through lag day 0, remaining strong through lag

day120. Finally, in Fig. 6, we show lagged composites of

the 10-hPa zonal wind. As can be seen, in the case of

constructive interference, although the stratospheric

polar vortex at negative lags is initially stronger than

normal, as illustrated by the positive zonal wind anom-

alies at most longitudes near 608N, these anomalies

quickly deteriorate and, in many locations, become

negative at positive lags. This suggests a weakening of

the stratospheric polar vortex coinciding with and fol-

lowing constructive interference. The opposite, a

strengthening of the vortex, is seen during and following

destructive interference.

Tomore easily interpret the above lagged composites,

we introduce indices that capture the essential features

of the variables of interest. Specifically, indices are cal-

culated to approximate warm pool convection using

OLR, Arctic SAT anomalies, Barents and Kara Sea ice

coverage using sea ice concentration, and the strength of

the stratospheric polar vortex using the 10-hPa zonal

wind. For the warm pool convection index, we take the

mean OLR anomaly value in a box that extends from

158S to 158N latitude and from 908E to 1508E longitude.

A second warm pool convection index is calculated in

the samemanner, except that a 180-day high-pass filter is

then applied to the time series in order to filter out

longer time-scale variability, such as that associated with

ENSO. The Arctic SAT index is calculated as the area-

weighted mean 2-m temperature poleward of 708N. The

Barents and Kara Sea ice coverage index is created by

taking an area-weighted mean of the sea ice concen-

tration anomalies over the region extending from 708 to
808N and from 308 to 758E. A 180-day high-pass filter is

applied to the resulting time series in order to remove

variability associated with the long-term interdecadal

sea ice trend. Finally, the stratospheric polar vortex

strength is approximated with an index that is calculated
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by taking the zonal mean of the 10-hPa zonal wind

at 608N.

In Fig. 7, lagged composites based on high SWI values

(constructive interference) and low SWI values (de-

structive interference) are shown. The variables plotted

are the indices described above, in addition to the SWI

itself, and the AO. We examine the AO because many

previous studies have shown that anomalies in the

stratospheric zonal wind are followed by anomalies at

the surface corresponding to the AO (e.g., Baldwin and

FIG. 1. Composite 300-hPa streamfunction anomaly maps for days with (left) SWI. 1.0 and (right) SWI,21.0;

days are from (top to bottom) all seasons, December–February, March–May, June–August, and September–

November. Contours correspond to the composite total 300-hPa streamfunction for the same days, with a contour

interval of 20 3 106m2 s21.
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Dunkerton 1999, 2001; Gillett et al. 2001; Thompson

et al. 2002; Charlton et al. 2003). Statistical significance

at the (two-tailed) p , 0.05 level in Fig. 7 is shown with

thick lines and is determined using a similar Monte

Carlo simulation as described in section 2. However,

instead of testing whether there is a statistically signifi-

cant difference between the constructive and destructive

cases, here we simply test, individually for the con-

structive and destructive interference cases, whether the

mean index value itself is statistically significant.

FIG. 2. Lagged composite 300-hPa streamfunction anomaly maps for DJF days with (left) SWI . 1.0 and (right)

SWI,21.0. The rows correspond to (top to bottom) lag210,26,23, 0,13,16, and110 days. Stippling indicates

regions where the left- and right-column composites are statistically different at the p , 0.05 level, according to

a Monte Carlo simulation (see text for details).
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Therefore, the mean values of the 10 000 random sub-

samples are sorted independently for the constructive

and destructive interference cases, and any composite

value for the given case that falls outside of the middle

95% of subsample means for that case is considered

statistically significant.

The results in Fig. 7 suggest that constructive in-

terference is preceded (at approximately lag days220 to

0) by enhanced warm pool convection (Fig. 7, top). A

warmArctic SAT signal is found at lag days217 to117,

peaking at lag day 18. From approximately lag

days215 to115, the sea ice anomaly in the Barents and

FIG. 3. As in Fig. 2, but for anomalous outgoing longwave radiation and for the rows corresponding to (top to bottom)

lag 214, 210, 26, 23, 0, 13, and 16 days.
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Kara Seas is weakly negative. Although none of the sea

ice values shown exceed the p, 0.05 threshold, they do

at the p , 0.10 threshold for lag days 23 to 13 (not

shown). The warm SAT signal over the Barents and

Kara Seas at negative lags (Fig. 4; described above for

earlier lags) is consistent with the low sea ice

concentration over the same region. In addition, theAO

is seen to have a positive peak at lag day 0 with values

satisfying the p, 0.05 threshold from lag days23 to13.

The stratosphere is anomalously strong prior to con-

structive interference and then weakens substantially

to a point where it is no longer significantly positive by

FIG. 4. As in Fig. 2, but for anomalous 2-m temperatures and for the rows corresponding to (top to bottom) lag 26,

23, 0, 13, 16, 110, and 114 days.
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lag day 0 and beyond. Destructive interference shows

many of the same features but of the opposite sign

(Fig. 7, bottom). For example, a negative SWI is pre-

ceded, at similar lag days, by suppressed warm pool

convection. There is a cold Arctic SAT signal from lag

days12 to112, peaking at lag day15. In contrast to the

constructive interference case, the signal for higher-

than-normal Barents and Kara Sea ice shows p , 0.05

values associated with destructive interference that ex-

tend from lag days 219 to 17. The anomalously high

concentration of Barents and Kara Sea ice at negative

lags is consistent with the cold SAT anomalies seen over

FIG. 5. As in Fig. 2, but for anomalous sea ice concentration and for the rows corresponding to (top to bottom) lag

220, 212, 26, 0, 16, 112, and 120 days, respectively.
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the same region at negative lags (Fig. 4; described above

for earlier lags). The AO is seen to have a negative peak

near the same time as the peak in destructive in-

terference that exceeds the p , 0.05 threshold for a

larger number of days than when there is constructive

interference, ranging from lag days229 to111. Finally,

although not statistically significant, there is a hint that

the stratospheric polar vortex is weakened prior to de-

structive interference and strengthened during and after

the period of destructive interference.

For the constructive interference case, there is also a

signal for higher-than-normal concentrations of sea ice

in the Barents and Kara Seas at much earlier times,

ranging approximately from lag days 250 to 225.

FIG. 6. As in Fig. 2, but for the anomalous 10-hPa zonal wind.
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Similarly, lower-than-normal concentrations of sea ice

in the Barents and Kara Seas are found at lag days 255

to 235 prior to the destructive interference case. The

statistically significant signal at negative lags may sug-

gest the possibility that the sea ice concentration in the

Barents and Kara Seas preconditions the atmosphere in

some way to favor the development of constructive or

destructive interference with the climatological sta-

tionary wave. To examine this possibility further, we

reproduce Fig. 7 two additional times, compositing

against the Barents and Kara Sea ice index and the

10-hPa zonal mean zonal wind index, and investigate

the resulting SWI signal (the results are not shown). For

the Barents and Kara Sea ice, we do not find a statisti-

cally significant SWI signal at positive lags, although the

sign of the SWI is consistent with that shown in Fig. 7.

For the stratospheric polar vortex, there is a statistically

significant SWI signal at positive lags consistent with

that seen in Fig. 7. However, the composite SWI is

barely statistically significant and for a very short time

window. These results suggest that while precondition-

ing may be a factor in inducing stationary wave in-

terference (especially for the stratospheric polar

vortex), it is likely not the key factor.

Figure 8 shows lag day 0 composites ofC0 (color) and
C* (black contours; the climatological stationary eddies

for zonal wavenumbers 1 to 3), based on positive and

negative SWI1–SWI3 values during DJF. In the SWI1
case, constructive interference (Fig. 8, left) is associated

most strongly with positive C0 values over northeastern
North America that extend eastward to western Siberia

and from southeastern Asia to just north of Hawaii.

Negative C0 values are found from central Asia to the

Aleutian Islands and from the subtropical North At-

lantic to the Mediterranean. For the SWI2 and SWI3
composites during times of constructive interference, a

high-amplitude positive C0 center is found over Alaska

and the northeastern North Pacific, with negative

anomalies centered over northeastern North America.

The anomalies over the eastern North Atlantic and

much of Eurasia are of opposite signs between SWI2 and

SWI3. The former shows positive anomalies to the south

of the Azores, as well as over Scandinavia and western

Russia, with negative anomalies centered south of Ice-

land and over Lake Baikal. The SWI3 case shows

opposite-signed anomalies over those same regions. For

each of the SWI1–SWI3 cases, the destructive in-

terference composites (Fig. 8, right) show opposite-

signed anomalies compared to the constructive

interference composites. It is seen that theC0 composite

anomalies align quite well with C*, indicating the pres-

ence of interference separately for each wavenumber.

Additionally, a qualitative inspection of SWI1–SWI3
shows that the SWI can be approximated as the super-

position of the SWI1–SWI3.

Figure 9 is analogous to Fig. 7, except that instead of

compositing against the SWI, the composites are based

on positive and negative SWI1–SWI3 values. Construc-

tive interference in the SWI1 case (Fig. 9, top left) is

preceded more than 40 days earlier by an enhanced

stratospheric polar vortex, increased Barents and Kara

Sea ice, a positive AO, and then by enhanced warm pool

convection beginning at lag 217 days. The association

with the Arctic SAT is much weaker than with

the 1SWI, with a significant peak warming occurring at

lag day 27 and another barely significant peak at lag

day123. The peak in constructive interference occurs at

about the same time as the statistically significant de-

crease in Barents and Kara Sea ice with p , 0.05 values

from lag days 210 to 118. Following the peak in con-

structive interference, the stratospheric polar vortex

becomes significantly weaker than normal, with p, 0.05

values extending from lag days 114 to 147. The con-

structive interference is also followed by a marginally

negative AO with p , 0.05 values for lag 115

to 118 days and lag 122 to 124 days. The destructive

interference case shows largely the opposite signals

(Fig. 9, top right), although the negative Arctic SAT

signal and the positive AO signal at positive lags are not

FIG. 7. Lagged composite plots of normalized indices for DJF

days with (top) SWI . 1.0 and (bottom) SWI , 21.0. The black

curve corresponds to the SWI, the gold curve to 2-m temperatures

poleward of 708N, the green curve to the Arctic Oscillation index,

and the cyan curve to the anomalous sea ice concentration in the

Barents and Kara Seas, with a 180-day high-pass filter applied. The

dark red curve corresponds to the anomalous outgoing longwave

radiation over the warm pool region, the bright red curve is the

same variable but with a 180-day high-pass filter applied, and the

purple curve corresponds to the anomalous 10-hPa zonal mean

zonal wind at 608N. Thick lines correspond to lag days for which the

composite value is statistically significant at the p , 0.05 level ac-

cording to a Monte Carlo simulation (see text for details).
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significant. Additionally, lagged composite plots of SLP

at positive lags (not shown) demonstrate weak positive

(negative) SLP anomalies over the pole and negative

(positive) SLP anomalies over the North Pacific and

North Atlantic, at lag 120 to 150 days for the positive

(negative) SWI1, consistent with the AO signal seen in

Fig. 9. The AO signal may also be seen as a response to

the SAT changes associated with the SWI1, with

warming being associated with the negative AO and

cooling with the positive AO. However, the AO re-

sponse to the SWI1 tends to occur at later lags than the

peak Arctic SAT anomaly. Although warming (cooling)

of the Arctic may contribute to the excitation of the

negative (positive) AO, because of these time lags, it

seemsmore likely that the weakening (strengthening) of

the stratospheric polar vortex is the key factor in driving

the negative (positive) AO.

As with the results from Fig. 7, the high and low SWI1
composites show signals at negative lags for several

variables. Specifically, it is seen that Barents and Kara

Sea ice concentration is higher than average at lag

days 254 to 225, the stratospheric polar vortex is

stronger than average at lag days247 to22, and theAO

index is higher than average from lag days 237 to 216

for the SWI1 . 1 case. In the case of SWI1 , 21, the

stratospheric polar vortex is weaker than average at lag

days 220 to 218 and again at lag days 26 to 0, and the

AO index is found to be lower than average from lag

days 224 to 13. The variability in the warm pool OLR

index occurs on time scales that suggest a possible link to

the MJO. Therefore, it is possible that the MJO drives

the early signal seen in the sea ice (Yoo et al. 2013;

Henderson et al. 2014), the stratospheric polar vortex

(Garfinkel et al. 2012), and the AO (Zhou and Miller

2005), the latter of which may also be supported by

previous studies that have linkedMJO convection to the

NAO (Cassou 2008; Lin et al. 2009). More specifically,

for the positive (negative) SWI1 case, the OLR anom-

alies seen at lag days260 to253 (lag days240 to231)

are opposite in sign compared to the OLR anomalies

seen at lag days 218 to 12 (220 to 12), suggesting a

time scale of about 50 to 90 days, roughly consistent with

FIG. 8. Composite 300-hPa streamfunction anomaly maps for DJF days with (left) constructive (index. 1.0) and

(right) destructive (index,21.0) interference. Composites are based on (top to bottom) SWI1, SWI2, and SWI3 (see

text). Contours correspond to the DJF 300-hPa climatological stationary wave C* for the corresponding zonal

wavenumber. The contour interval is 43 106m2 s21, with the zero contour not plotted, positive anomalies plotted as

solid contours, and negative anomalies as dashed contours.
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the MJO time scale. The early OLR anomalies peak

before the anomalies seen in sea ice and the polar vortex

at negative lags, suggesting the possibility of driving by

the MJO.

To further test this relationship between the SWI1 and

the MJO, we have plotted lagged composites of the

real-time multivariate MJO (RMM) indices of Wheeler

and Hendon (2004) for times when SWI1 . 1.0, and

SWI1 ,21.0, where the RMM1 and RMM2 indices are

the principal component time series of the first two

combined EOFs of 200- and 850-hPa zonal wind and

OLR in the tropics (see Fig. 10). Thick solid lines at

negative lags and thick dashed lines at positive lags in-

dicate lag days for which the amplitude of the composite

RMM1 andRMM2 indices is greater than the amplitude

of randomly chosen RMM1 and RMM2 composites at

the p , 0.05 level, according to a Monte Carlo simula-

tion (here, amplitude is calculated as the square root of

the sum of the squares of the composite RMM1 value

and the composite RMM2 value). As with previous

Monte Carlo simulations, the number of days that are

randomly chosen for each composite is taken as the total

number of composite days for each case divided by the

mean number of consecutive days for which the corre-

sponding variable exceeds the threshold value. It is im-

portant to note here that we would not expect the

amplitude of the RMM1 and RMM2 composites to be

similar to a composite of daily MJO amplitudes, which

are calculated as the square root of the sum of the

squares of the RMM1 value and the RMM2 value for

each day. This is because the distributions of RMM1 and

RMM2 values each have a mean near zero, but the

distribution of daily MJO amplitudes has a mean near

1.2. When the SWI1 is positive, the composite MJO

moves from phase 3 at lag day223, through phase 5 near

lag day 26, and all the way to phase 8 by lag day 123,

having a statistically significant amplitude throughout

[note that Wheeler and Hendon (2004) define eight

phases for the MJO]. For the negative SWI1 case, the

MJO moves from the edge of phase 5 and 6 at lag

day 233, through to phase 1 near lag day 26, and back

around to phase 5 by lag day 133, with the only period

lacking significance at the p, 0.05 level occurring from

lag day26 to lag day13. TheOLR andRMM1/RMM2

composite results support the hypothesis that warm

pool convection associated with the MJO is partly

FIG. 9. Lagged composite plots of normalized indices, for DJF days with (left) constructive (index . 1.0) and

(right) destructive (index,21.0) interference. Composites are based on (top to bottom) SWI1, SWI2, and SWI3 (see

text). The line colors and thicknesses are as in Fig. 7, but the black curves correspond to (top to bottom) SWI1, SWI2,

and SWI3.
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responsible for driving large Barents and Kara Sea ice

concentration and stratospheric polar vortex anoma-

lies at negative lags.

To examine if the relationship between positive SWI1
and the deceleration of the stratospheric polar vortex,

and vice versa for negative SWI1, is associated with

vertical wave activity propagation from the troposphere

into the stratosphere, we calculate lagged composites of

the meridional heat flux at 100 hPa. The results are

shown in the top (bottom) panel of Fig. 11, calculated as

[y*T*]0, where y is the meridional component of the

wind at 100 hPa, T is the temperature at 100 hPa, the

square brackets denote the zonal mean, an asterisk

the deviation from the zonal mean, and a prime the

deviation from the seasonal cycle (as defined earlier).

Stippling indicates lag days and latitudes for which the

top and bottom composites are different at the p , 0.05

level, based on a Monte Carlo simulation performed in

the same manner as for Figs. 2–7 and 9. We see a signal

for enhanced (suppressed) poleward heat flux at this

level from lag days 21 to 140, peaking at lag days 17

to 110, and focused between latitudes 408 to 708N, for

the constructive (destructive) interference case. This

demonstrates that constructive (destructive) in-

terference with the zonal wavenumber 1 component of

the stationary wave leads to enhanced (suppressed)

vertical wave activity propagation into the stratosphere

for several weeks following the interference.

Additionally, we decompose the 100-hPa heat flux into

three terms—that is, [y*T*]0 5 [y0*T*]1 [v*T 0*]1 [y0*T 0*],

where boldface denotes the DJF time mean (not

shown). The first term on the right-hand side of this

equation closely matches the anomalous heat flux (the

left-hand side). Together with our results in Fig. 10,

these findings suggest that the vertical propagation of

wave activity into the stratosphere, over a wide range of

lags, arises from the interaction between the zonal

wavenumber 1 transient eddy wind field triggered by

MJO convection with the zonal wavenumber 1 clima-

tological stationary eddy temperature field.

The results seen in Figs. 9 and 11 present a clean link

between warm pool convective forcing, constructive

interference, Arctic SAT, sea ice anomalies, the strato-

spheric polar vortex, and the AO. We suggest the fol-

lowing physical picture for the constructive interference

case. First, enhanced warm pool convection forces a

Rossby wave train that constructively interferes with the

climatological stationary wave. The amplified stationary

wave is associated with enhanced meridional flow,

transporting heat and moisture into the Arctic. In re-

sponse, the Arctic SAT increases, and sea ice concen-

trations in the Barents and Kara Seas become

anomalously low. As demonstrated in Fig. 11, as well as

discussed in studies such as Smith et al. (2011), enhanced

wave activity associated with constructive interference

with the stationary wave at low zonal wavenumbers

propagates vertically into the stratosphere, disrupting

the stratospheric polar vortex and weakening the

stratospheric westerlies. This process occurs over longer

time scales, ranging from weeks to months. Finally, the

FIG. 10. Lagged composite plot of the RMM1 and RMM2 indices for DJF days with (left) SWI1 . 1.0 and (right)

SWI1,21.0. Circles with labeled numbers show the lag day. The thick solid line at negative lags and the thick dashed

line at positive lags correspond to times when the distance from the origin is significant at the p, 0.05 level, according

to a Monte Carlo simulation (see text).
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surface signal of the weakened stratospheric polar vortex

occurs in the formof amore negativeAO.A similar picture

emerges for the destructive interference case but with the

process reversed. Suppressed convection leads to a deam-

plification of the stationary wave, reducing the meridional

flow and the heat and moisture transport into the Arctic,

allowing the Barents and Kara Sea ice concentrations to

increase and cooling the Arctic. Destructive interference

with the wavenumber 1 stationary wave reduces the wave

activity propagating into the stratosphere, allowing the

polar vortex to strengthen, which finally increases the AO.

For both SWI2 and SWI3 in Fig. 9, enhanced warm

pool convection precedes the peak of the constructive

interference, and a warm Arctic SAT signal is seen near

lag day 15. Following the peak in constructive in-

terference for both zonal wavenumbers, the high-pass-

filtered warm pool OLR is seen to increase, and then

decrease again, which could be related to the MJO.

There is also a positiveAO signal 20 to 40 days following

interference at both zonal wavenumbers 2 and 3. For

both SWI2 and SWI3 destructive interference, a negative

Arctic SAT signal is seen around lag day 15.

For 2SWI3, we see a signal for a negative AO with a

broad peak centered at lag day 0. Much of the variability

seen in Fig. 7 is dominated by the zonal wavenumber 1

contribution, with the exception being the Arctic SAT

variations at positive lags, which seem to be largely a

consequence of interference with the zonal wavenumber

2 and 3 stationary wave and the associated convective

anomalies at negative lags. The strong Arctic SAT re-

sponse seen at wavenumber 2 is somewhat intuitive, as

Fig. 4 suggests a wavenumber 2–like temperature field

with two main regions of high-latitude heat transport—

the first centered over theBarents andKara Seas and the

second centered over Alaska.

A histogram ofDJF SWI values is displayed in Fig. 12.

Each full bar represents the number of total days (the

count) having an SWI value within a 0.5-wide bin. For

each full bar, two more binning processes are carried

out. First, the days are binned by warm pool convection,

using the normalized version of the OLR index defined

earlier. These bins are marked by the green (enhanced

convection, index less than 20.5), black (neutral con-

vection, index between 20.5 and 0.5), and gold (sup-

pressed convection, index greater than 0.5) outlines and

are based on the mean OLR index value between

lag 210 and 0 days. The Arctic SAT index (defined

earlier) is then used to bin each OLR bin, again with

thresholds at 60.5 standard deviations, and where the

bins are based on the mean value of the SAT index

FIG. 11. Lag–latitude composite plot of the zonal mean heat flux anomaly [y*T*]0 at 100 hPa
forDJF days with (top) SWI1. 1.0 (top) and (bottom) SWI1,21.0. Stipples indicate latitudes

and times for which the top and bottom composites differ at the p , 0.05 level, according to

a Monte Carlo simulation (see text).
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between lag days 0 and 110. Here, the red fill corre-

sponds to a warm Arctic, the green corresponds to a

neutral Arctic, and the blue corresponds to a cool Arc-

tic. A version of the histogram based on the fraction of

days in each SWI bin is shown in the bottom of the figure

and is presented to more easily see the relationship be-

tween the SWI, suppressed convection, and cool Arctic

temperatures.

Several relationships between the stationary wave

interference, warm pool convection, and theArctic SAT

can be seen in Fig. 12. For example, we see that positive

SWI values are associated with a greater frequency of

enhanced warm pool convection, and vice versa for

negative SWI values. A warm Arctic is also observed

more frequently during times of positive SWI values,

with a cool Arctic occurring more often during periods

when the SWI is negative. Additionally, the association

between the SWI and the Arctic SAT appears strongest

when the warm pool convection signal is of the expected

sign. That is, for a given SWI bin, the frequency of

warm Arctic cases tends to be greater when warm pool

convection is enhanced than when it is neutral or

suppressed. Likewise, for a given SWI bin, the frequency

of cold Arctic cases tends to be greater when warm pool

convection is suppressed than when it is neutral or en-

hanced. However, since the associations found in this

study between warm pool convection, stationary wave

interference, and Arctic temperatures are occasion-

ally reversed, other physical mechanisms may also

play a role. For example, interference may occasion-

ally be driven by variability in the midlatitudes alone

rather than having a source in warm pool convective

forcing. Likewise, Arctic temperature anomalies may

be the result of other processes, such as surface heat

exchanges driven by anomalous sea ice, or meridional

flow anomalies in quadrature with the climatological

stationary wave.

Two additional versions of Fig. 12 are also produced

using the Barents and Kara Sea ice index at lag days245

to235 and the 10-hPa zonal wind index at lag days210

to 0 instead of using the OLR index at lag days210 to 0.

We calculate these plots in order to test the possibility

that preconditioning from sea ice or the stratospheric

polar vortexmay affect the impact of interference on the

Arctic SAT. The results are not shown here, but we find

that the frequency of high (low) sea ice concentration

anomalies in the Barents and Kara Seas is increased

prior to 1SWI (2SWI) days, consistent with the sign of

the sea ice anomalies seen at negative lags in Fig. 7.

Likewise, the frequency of strong (weak) stratospheric

polar vortex anomalies is increased prior to 1SWI

(2SWI) days, consistent with the sign of 10-hPa zonal

wind anomalies seen at negative lags in Fig. 7. The dis-

tribution of Arctic temperatures within a given SWI bin

tends to be relatively insensitive to high, neutral, and

low sea ice and likewise to high, neutral, and low

polar vortex strength. This result suggests that, while

the1SWI (2SWI) tends to be preceded by high (low)

sea ice in the Barents and Kara Seas at long negative

lags and by a stronger (weaker) than normal strato-

spheric polar vortex and shorter negative lags, indicating

that preconditioning of stationary wave interference

by these variables is a possibility, this potential pre-

conditioning does not substantially affect the SAT

response to interference.

To further investigate the link between warm pool

convection, the stationary wave, and Arctic tempera-

tures, we impose an additional condition on the com-

posite calculation. Specifically, for both the constructive

(SWI . 1.0) and destructive (SWI , 21.0) cases, we

subdivide the composites into three categories based on

the mean lag 210 to 0 day OLR index being either less

than20.5 (enhanced convection), between20.5 and 0.5

(neutral convection), or greater than 0.5 (suppressed

convection). In other words, we calculate composites

FIG. 12. (a) Histogram of the DJF SWI. SWI bins are 0.5 wide

each, with a lower bound of 24.25 and an upper bound of 12.25.

For each SWI bin, the outer vertical bar colors correspond to the

three different lag 210 to 0 day warm pool OLR index bins.

Anomalously strong warm pool convection (OLR index,20.5) is

marked by a green outer bar, neutral warm pool convection (20.5,
OLR index, 0.5) by a black outer bar, and anomalously weakwarm

pool convection (OLR index . 0.5) by a gold outer bar. Also, for

each SWI bin, the inner colors correspond to three different lag

0 to 110 day Arctic SAT index bins. An anomalously warm Arctic

(Arctic SAT index . 0.5) is marked by a red inner bar, a neutral

Arctic (20.5 , Arctic SAT index , 0.5) by a pale green inner bar,

and an anomalously cool Arctic (0.5,Arctic SAT index) by a blue

inner bar. (b) As in (a), but with bins plotted in reversed order and

normalized by the amount of days in each SWI bin.
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based on the subset of days outlined with green, black,

and gold vertical bars in Fig. 12. This allows us to address

the role of convection in altering Arctic temperatures in

the presence of interference.

Figures 13 and 14 show lagged composites of the

anomalous 2-m temperature when there is constructive

and destructive interference, respectively. The left col-

umn corresponds to enhanced warm pool convection,

themiddle column to neutral warm pool convection, and

the right column to suppressedwarm pool convection, as

defined above. Statistical significance, indicated by the

stippling, is calculated using aMonte Carlo simulation as

for Figs. 2–6, except that instead of testing whether the

positive and negative SWI composites have different

means using aMonte Carlo simulation, we test whether a

composite for a single OLR bin is being drawn from a

distribution that is different from the distribution as-

sociated with the other two OLR bins for the same sign

of the SWI. In both Figs. 13 and 14, we see that the

strongest local temperature anomalies appear as a dipole,

with one center over Alaska and the other over north-

eastern North America, from lag days 0 through16. The

strongest anomalies are seen in the 1SWI case with the

positive OLR bin, and in the 2SWI case with the nega-

tiveOLR bin. In addition, we see in Fig. 13 that the warm

Arctic SAT anomalies following times of constructive

interference are most widespread and persistent when

also preceded by enhanced warm pool convection.

Specifically, at lag days 110 and 114, we see a statis-

tically significant signal for a warm SAT at high lati-

tudes for the 2OLR composite, and for a neutral or

cool high latitude SAT for the 1OLR composites.

Likewise, as seen in Fig. 14 for the 2SWI case at the

same lags, we see a statistically significant neutral to

warm SAT signal over the East Siberian and Chukchi

Seas for the 2OLR composite, with a statistically sig-

nificant cool SAT signal over the same region for

the 1OLR composite. This suggests that the Arctic

response to interference with the climatological sta-

tionary wave is modulated substantially by anomalies

at earlier lags in warm pool convection.

4. Conclusions

In this study, we used observation-based data to ad-

dress questions related to 1) the structure and variability

of the eddies associated with interference with the cli-

matological stationary wave, 2) how interference relates

to warm pool convection, 3) how interference relates to

Arctic 2-m temperature, and 4) the sensitivity of the

Arctic temperature/stationary wave interference re-

lationship to tropical convection. To address these

questions, an index, the SWI, was developed to

characterize transient eddy interference with the

Northern Hemispheric climatological stationary wave.

This was done by projecting the daily 300-hPa stream-

function anomaly pattern onto the 300-hPa climatolog-

ical stationary wave.

For the first question, we find that the amplitude of the

anomalous wave field when interference takes place is

largest during DJF. The spatial structure of this wave

field does not change much between the autumn and

spring seasons but differs substantially in the summer,

during which only very weak composite anomalies are

present. Outside of summer, we see that constructive

interference is associated with a more amplified clima-

tological stationarywave, while during times of destructive

interference, the composite 300-hPa streamfunction pat-

tern is nearly zonal.

In response to the second question, a close association

between tropical convection and the climatological sta-

tionary wave is found. More specifically, constructive

interference with the stationary wave is preceded, at lags

of about one week, by enhanced convection over the

warm pool region. Likewise, destructive interference is

preceded by suppressed convection over the warm

pool region.

With regard to the third question, we find a significant

relationship between transient eddy interference with

the climatological stationary wave and Arctic 2-m tem-

perature. Specifically, following constructive interference,

warm anomalies spread over the Arctic. Destructive in-

terference is followed by cold anomalies throughout

much of the Arctic. These results are somewhat in-

tuitive, in that constructive interference is associated

with a large-amplitude wave field and thus a stronger

meridional flow, allowing warm, moisture-laden air to

penetrate high latitudes. This occurs most prominently

in two regions, one over Alaska and the Bering Strait

and the other over northern Russia and the Barents and

Kara Seas, which is also associated with a reduction in

sea ice over this region. When there is destructive in-

terference, the flow is more zonally oriented and cold air

is trapped over the polar region.

To respond to the fourth question, a histogram was

created to visualize the frequency of enhanced, neutral,

and suppressed warm pool convection, as well as the

frequency of a warm, neutral, and cool Arctic, based on

the value of the SWI, representing transient eddy in-

terference with the climatological stationary wave. We

find that the state of the tropical warm pool convection

does modulate the Arctic surface temperature response

to interference; that is, when both enhanced convection

and constructive interference are present, the Arctic is

warm more frequently than when constructive in-

terference is present without enhanced warm pool
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convection. Likewise, when both suppressed convection

and destructive interference are present, the Arctic

tends to be cool more frequently than when destructive

interference exists without suppressed warm pool

convection. The results related to the second, third, and

fourth questions suggest a possible mechanism by which

the tropically excited Arctic warming (TEAM) mecha-

nism (Lee et al. 2011a) may occur; that is, enhanced

FIG. 13. Lagged composite anomalous 2-m temperature maps for DJF days with SWI. 1.0 and for which the lag

210 to 0 day OLR index value is (left) less than20.5 (enhanced warm pool convection), (middle) between20.5 and

10.5 (warm pool convection), or (right) greater than 0.5 (weak warm pool convection). The rows correspond to (top

to bottom) lag 26, 23, 0, 13, 16, 110, and 114 days. Stippling indicates regions where the composites are statis-

tically different from days in the other two convective bins with SWI. 1.0 at the p, 0.05 level, according to aMonte

Carlo simulation (see text for details).
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warm pool convection can lead to a larger-amplitude

midlatitude wave field through interference, which in

turn increases the meridional flow and forces warm,

moist air into the Arctic, warming the surface. The re-

verse happens when convection is suppressed over the

warm pool region.

This study has potential implications with regard to

climate change, depending on how tropical convection is

likely to change in a global warming scenario. If, for

example, equatorial sea surface temperatures increase

equally at all longitudes, then, because of the exponen-

tial relationship between temperature and saturation

vapor pressure (the Clausius–Clapeyron relationship),

one would expect zonal convective perturbations to

become even more localized and locally intense, re-

sembling the ‘‘enhanced’’ warm pool convection case

FIG. 14. As in Fig. 13, but for DJF days with SWI , 21.0.

15 FEBRUARY 2016 GOS S ET AL . 1387

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 03/12/21 09:38 PM UTC



(Lee et al. 2011a). In this scenario, one would expect

stronger constructive interference, which might

provide a catalyst for further Arctic warming.
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